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Abstract
Integrating new and emerging technologies, such as virtual reality (VR), with established test methods to 
improve the ecological validity is gradually used by practitioners in some fields (e.g., soundscape research) 
but remains limited use in hearing science. In this paper, an audiovisual setup was introduced to create an 
augmented speech-in-noise test for people with hearing impairment (HI). The environment containing four 
competing talkers was recorded with 360-degree video and ambisonics audio. In the scene recreating the 
environment, the video was displayed in the VR headset, while the audio was presented to the participants via 
a circular loudspeaker array. Furthermore, a (silent and fixed) physical avatar (manikin) was included in the 
video recording as a placeholder for the audio stream of the target speech, which was added into sound 
presented over the loudspeaker array. This setup was used to test the effect of different hearing aid (HA) 
settings under the same condition for each participant. In total, 27 HI participants were tested. VR has been 
known to cause motion discomfort, which is referred as VR sickness or cybersickness nowadays. The simulator 
sickness questionnaire (SSQ, [11]) was used to quantify the sickness measurement. The data showed a low 
degree of Nausea and Disorientation, but scattered Oculomotor responses. Moreover, a general questionnaire 
assessing scene recreation, test method and outcome expectation was administrated. In general, the audiovisual 
system received high appraisal in realism; the augmented speech-in-noise test method was well accepted; 
participants highly agreed that the difference between programs could be distinguished. However, the sense of 
physical immersion decreased due to the weak binding between the avatar and the target speech. Furthermore, 
when comparing the three components (Nausea, Disorientation, Oculomotor) in SSQ and items in the general 
questionnaire, the Oculomotor was found significantly correlated to the perceived binding of target speech and 
the avatar. Specifically, participants who were less convinced that the speech came from the avatar, also rated 
the Oculomotor higher.
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1 Introduction

Conventionally, research fields involve human perception of sounds, such as soundscape, adopt laboratory 
tests in audio-only presentation. However, driven by the notion that many established methodologies in 
laboratory lack sufficient realism to produce adequately findings in real life, adopting a holistic manner in 
delivering multisensory information in laboratory studies to improve their ecological validity gets increasingly 
popular [1]. For example, researchers in soundscape address the role of visual component via the audiovisual 
interaction (e.g., [2]) in recent years. Until now, audio-only presentation has dominated in laboratory tests in 

Copyright: EAA, NAA & DAS, CC-BY-NC-ND 95



hearing science. Though being a relatively new concept, ecological validity, in hearing science, refers to the 
degree to which research findings reflect real-life hearing-related function, activity, or participation [3].

New and emerging technologies – virtual reality (VR) – was integrated with established test method and used 
in soundscape studies (e.g., [4,5]). The technology is often well-perceived as it increases the immersion of 
human participation. In hearing science, effort has been taken recently to use VR as a part of rehabilitation tool 
for young persons with hearing difficulty [6,7], with a particular focus on stimulated environments [8].
However, the reproduction of real-life recorded environments in lab were not particularly interested due to the 
increased difficulty of augmentation to meet the study designs. VR has been known to cause motion 
discomfort, which is referred as VR sickness or cybersickness nowadays. One of the major concerns of 
applying VR on people with hearing impairment (HI) lies on that older (65+ yrs) adults reported more sickness
than younger adults in simulated environments [9]. Furthermore, hearing loss was found associated with poorer 
spatial awareness [10], which might bring further discomfort in VR environments. Nevertheless, limited 
attention was paid on investigating the perception of HI on the VR technology, particularly in recorded real-
life environments reproduction.

In this paper, we present a VR based audiovisual paradigm with augmented real-life recording, in which HI 
could perform a speech-in-noise test in a close-to-real-life ambience. To obtain a sketch of the paradigm,
participants were recruited and instructed to evaluate a set of hearing aid (HA) programs. We used a well-
known stimulator sickness questionnaire (SSQ, [11]) to evaluate the sickness symptoms of HI experiencing 
our setup. Furthermore, a comprehensive questionnaire was used to assess the reproduction quality, test method 
and outcome expectation.

2 Method

2.1 Audiovisual scene recording

The initial audiovisual scene recording was administrated in a canteen. Four actors (two male and two female) 
were recruited to sit in prescribed positions to engage a paired conversation (i.e., the two actors on the same 
side to the avatar had a conversation, Figure 1). The actors were provided a list of topics for non-invasive daily 
conversation such as hobby, vacation, food. The actors were also instructed to maintain the consistency of the 
conversation, that is to avoid rapid volume change or silence from both pairs. Furthermore, an avatar, 
represented by a B&K 4128 head and torso simulator (HATS, Brüel & Kjær, Denmark), was placed in the 
recording as a placeholder for the target speech in the lab reproduction. The HATS manikin only served as an 
avatar and had no acoustic purpose. All actors and the avatar were positioned 1.4m from the recording position,
as shown in Figure 1.

At the recording position, a GoPro Fusion 360 camera was used for 360-degree video (5.2k, 4992 x 2496
resolution, 30 fps) and synchronized 4-channel first-order (B-format) ambisonics recording. The camera was 
set at the eye level of the avatar, and both the camera and the avatar were aligned to the centre of the table.
Moreover, an additional microphone linking to a B&K 2250 sound level meter (Brüel & Kjær, Denmark) was 
hanged on the ceiling right above the recording position. The total duration of the audiovisual recording was
60 min. The sound level meter performed 5-min segment recordings continually and collected 12 recordings.
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Figure 1 – Sketch of the audiovisual scene recording. (Left: top view of the relative positions of the actors, 
the avatar and the A/V recorder, all actors and the avatar were 1.4m from the A/V recorder, sketch is not true 

to scale; Right: the recorded view from the point of the A/V recorder, i.e., the participant view in the test.)

2.2 Audiovisual scene reproduction and augmentation

The reproduction of the audiovisual scene was administrated in an anechoic room. This study used Oculus Go,
a stand-alone device, as the head-mounted display (HMD) for visual recreation. Though Oculus Go provided 
integrated headphones and even possibility to customize headphones, this option was omitted considering the 
test participants in this study all wore a pair of HAs. Instead, a loudspeaker array containing 24 loudspeakers 
forming a circle of 1.4m radius was used for sound reproduction. All loudspeakers were horizontally aligned 
and evenly distributed at an interval of 15 degrees, as shown in Figure 2.

Recorded footage were processed with GoPro Fusion studio. As a raw rendering, the audiovisual document 
was saved in a format of H.264 video codec, 5.2k resolution, and 360 audio (ambix) from Fusion Studio. This 
rendering was then split into a 4-channel B-formatted audio in ambix convention and a muted video document 
(no audio). A decoding procedure using Matlab AmbiToolbox transformed 4-channel audio into 24-channel 
audio while maintaining spatial characteristics. The decoding exported audio matching the loudspeaker 
positions as per se, and reconstructed the sound field at the centre of the array. The 24-channel audio was
played via Reaper (v6.13, suggested by [12]) in this study. As the audio was presented via the loudspeakers
and the video via the HMD, a time alignment procedure was implemented. First, a single channel linear time 
sync audio (LTC) was merged with the muted video. The merged document was saved in the HMD and played 
via the Skybox VR player. Then while the LTC-merged video was played, the coded signal LTC indicated a
LTC reader software (Reaper) the timestamp of the audio (via an audio cable, indicated in Figure 2-Right),
and thus synchronized the decoded 24-channel audio. The playback was calibrated at the array centre (i.e., 
participant’s seat), using the sound level meter recordings as reference. To maintain the equivalence of sound 
level across the whole experiment, the overall average sound level was adjusted (the adjustment was limited) 
and fixed at 65 dB (Leq,5min continually throughout the 60 min recording).

Since the essential form of this study was a speech-in-noise test, the audiovisual scene augmentation used the
standard speech material archive Danish HINT (hearing in noise test, [13]) sentences as target speech and the 
recorded scene as the mask (i.e., noise). A separate HINT audio was merged to the front loudspeaker relative 
to the participant’s seat (the loudspeaker marked as T in Figure 2-Left, overlapped with the avatar). During the 
test, it was presented as that the actors were having conversations as the mask, while the avatar was delivery 
HINT sentences, from the participant’s view. The HINT audio was also calibrated at the array centre, and a
graphic user interface (developed in Matlab) was provided to the experimenter to manually adjust the speech 
level, and hence signal-noise ratio (SNR), during the test.
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Figure 2 – Sketch of the recreation system. (Left: top view of the loudspeaker array of 24 loudspeakers in a 
circle of 1.4m radius, the VR position indicates the seat for the participants, the shaded portrait indicates the 
relative positions of the recorded avatar and actors reflected in the loudspeaker array; Right: an illustration of 

a test participant during the test, an audio cable was connected to the VR headset, which sent timestamp to 
Reaper for synchronization.)

2.3 Questionnaire

The simulator sickness questionnaire (SSQ) from [11] was used. SSQ contained 16 questions and derived into 
three categories: Nausea, Oculomotor, and Disorientation. The score scale, the calculation means, and the 
coefficients were true to [11] (details attached in Appendix). Moreover, a general questionnaire containing 
four aspects was designed and administered. As shown in Table 1, Q1-Q3 described the audiovisual scene 
recreation from perspectives including realism (Q3), immersion (Q2) and the binding between the speech and 
the avatar (Q1). Q2 and Q3 were adopted from [4,14]. Q4 and Q5 concerned the test method focusing on the 
perception of the augmentation (Q4) and the test objective (Q5). Q4 was adopted from [15]. Q6-Q8 expressed
the outcome expectation and the repeatability of the test. Lastly, Q9 and Q10 asked the representativity of the 
reproduced scenario (Q9) and the general attitude in coping with it (Q10). All questions were answered in a 5-
point likert-scale (from Strongly Disagree to Strongly Agree), started by asking “To which degree you agree 
with the following statement”.

Table 1: Overview of the general questionnaire.
Category No. Questionnaire

Scene 
recreation

1 I sense the speech is from the avatar.
2 I feel physically immersed in the presented scene.
3 I feel the presented scene is real.

Test 
method

4 I can accept to talk to a chatbot like the avatar.
5 I sense the difference of different programs in hearing during the experiment.

Outcome 
expectation

6 I believe this format of experiment will bring me better hearing aid fitting.
7 I can describe my hearing experience to an audiologist better in this test format.
8 I wish to experience more of this type of test scenarios.

Others 9 I encounter the type of listening environment in this experiment a lot in life.
10 I try to avoid the presented situation in this experiment in my life.

2.4 Participants and Procedure

The protocol of the study was approved by the Capital Region of Danish Committee System on Health 
Research Ethics (Hovedstaden, reg. nr.: H-20068237). Twenty-seven HI (10 female, 17 male; meanage=72, 
medianage=74, SDage=8.6, age range: 51-87 yrs.) with mild to moderate hearing loss were recruited as test 
participants. All participants were provided with a consent form before the experiment and a signature was 
obtained from each participant.
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The participants were instructed to evaluate a set of HA programs under the same condition. As stated before, 
the mask (noise) was set to 65 dB. First, in the training phase, an adaptive procedure was applied to estimate 
the signal-to-noise ratio (SNR), at which participants reached 50% of speech intelligibility (SNR50) with the 
same reference program of the HAs. Afterwards, in the test phase, each participant was tested at fixed SNR, 
i.e. their individual SNR50, and thus a fixed sound level of the target speech (HINT). Across all participants,
the average SNR was -0.19 dB (SD=2.33, range: -5~+5). During the test, the participants sat comfortably in
the chair in the centre of the loudspeaker array. The chair was height adjustable so that the loudspeaker array
and the ears of the participants were set at the same level. As the sanity check of the spatial alignment of the
VR view and the loudspeakers, the participants were asked to point out the avatar in the VR view at the
beginning of wearing the HMD, before the loudspeakers were activated (i.e., in silence). The physical pointing
position was required to be at the front loudspeaker (T). After all the test, the questionnaires were presented to
the participants via a tablet.

3 Results and Analysis

3.1 Perception of the audiovisual paradigm

In [11], three principal factors were extracted from 16 symptoms in the SSQ, namely Nausea (nausea, stomach 
awareness, increased salivation, burping), Oculomotor (eyestrain, difficulty focusing, blurred vision, 
headache), and Disorientation (dizziness, vertigo). Detailed list is attached in the Appendix. Each of the three 
factors was used as the basis for an SSQ subscale, and together they formed an SSQ profile for an assessed 
item. The proportional result of the SSQ profile of the audiovisual scene was shown in Figure 3. The mean 
proportional score in all factors was lowest in Nausea (mean=6.70%, SD=6.12%), followed by Disorientation
(mean=6.88%, SD=9.55%) and highest in Oculomotor (mean=15.87%, SD=12.30%). In similar studies using 
HMD and adopting the SSQ, [16] involved younger normal hearing (NH) participants to perform a visual task,
which suggested a comparable Nausea (mean proportional score 18%) response but a much higher Oculomotor 
(39%) and Disorientation (42%) response than the current study. [17] also involved younger NH participants 
to experience the VR scene with a visual discrimination task, which reported no absolute score in any SSQ 
factors but a deviation under different test conditions. However, six out of twenty participants withdrew the 
test, which indicated a high degree of discomfort.

In this study, the older HI shown limited symptoms of Nausea and Disorientation after the audiovisual 
paradigm, which was comparable to (and even better than) the younger NH peers in other studies. Earlier 
research [9,18] suggested more sickness expected in older participants in complex environments. However, a
correlation analysis on age and the SSQ items (including three factors and the total score) in the current study 
shown no significant correlations (all p>.05). The current study used a static recording of an indoor, familiar,
and real-life environment [19], which could contribute to a low degree of cybersickness.

Nevertheless, a sphere space was presented to the participants and 26 (out of 27) participants experienced a 
pair of VR glasses for the first time. Adaptation was expected, which might explain the slight increase in 
Oculomotor response (compared to Nausea and Disorientation). Furthermore, a hard task was involved in the 
test, which might increase the Oculomotor response, despite it being an audio task. Unlike visual tasks in which 
participants paid high attention to the visual presentations in VR (which might evoke considerable head 
rotation and body turn), an audio task did not require the participants to observe the visual in detail, which 
might explain the relatively lower SSQ response in this study than in [16] or potentially in [17]. In addition, 
the high standard deviation (SD) in Oculomotor (and Disorientation) response indicated a (relatively) large 
individual difference in this study. Nevertheless, the low SSQ profile in this study suggested that the 
audiovisual paradigm was not invasive and cybersickness friendly to HI. In fact, after the test, no participant 
reported any discomfort at any given time.
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Figure 3 – SSQ profile (average score and standard error) of the audiovisual system in the test (All scores 
were converted to proportions to the full scale of each SSQ factors, and therefore the scale in this figure was
unified. The corresponding interpretation of the degree of the symptoms: 0% – not at all, 33.33% – slightly, 

66.67% – moderately, 100% – very. The slashed bars were results adopted from [16]).

Furthermore, Figure 4 illustrated the response of the general questionnaire. The participants perceived the 
reproduction as real (Q3, 81.47% agree or strongly agree). However, this appreciation decreased in immersion
(Q2) and the binding between the avatar and the target speech (Q1). Particularly, 37.04% of participants were
negative in answering Q1, while 33.33% of participants answered neutral in Q2. The results of immersion and 
realism were comparable to [14], which also used real-life recording reproduction but with no augmentation.
Even though in this study an augmentation was attempted, the avatar still lacked features related to the audio 
and visual binding, such as lip movement, facial expression, and body language.

Moreover, the objective of the test was clear to the participants (Q5, 88.88% agree or strongly agree),
suggesting such a paradigm was suitable for a speech-in-noise test format. A reasonably high degree of 
accepting the intention of augmentation (Q4, 66.66% agree or strongly agree) was achieved. Combining results 
in Q1, the participants understood and accepted the augmentation attempt, however, required a better tailored
implementation. In addition, the repeatability of the test was high (Q8, 85.19% agree or strongly agree). The 
participants expected better hearing aid fitting after such type of test (Q6, 66.67% agree or strongly agree).
However, describing their hearing difficulties remained a problem (Q7, 66.67% neither, disagree or strongly 
disagree), despite the improvement of ecological validity in this study. Lastly, though nearly 60% participants 
agreed that they met challenging scenarios as such in their lives (Q9). However, the attitude in coping with the 
challenge was almost evenly distributed, that is 44.44% of the participants wanted to face this type of scenarios 
while 40.74% decided to avoid them.

Figure 4 – The answer distribution of the questions in the general questionnaire. (Q1-Q10 refer to the
question numbers in Table 1; parentheses group questions into four categories according to Table 1.)

The response of the general questionnaire was transferred into a scale comparable to the SSQ, in which 
“Strongly Disagree” was set to 0 and “Strongly Agree” was set to 4. Then a Person’s correlation test was 
applied among the SSQ factors and questionnaire items (Table 2).
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On one hand, all factors in the SSQ were significantly correlated with each other, which suggested that 
participants who rated higher score in one factor, also rated higher in the other two factors and therefore in 
Total score. That is, despite the three SSQ factors being distinct [11], participants had stronger cybersickness 
felt discomfort from all dimensions. A significant individual difference in VR sickness measurement could be 
expected. On the other hand, among the items in the general questionnaire, Q3 was significantly correlated to 
Q6, Q8, and Q9. It indicated that the more real the participants found the reproduction (Q3), the better outcome 
from the test (Q6) they expected, the better willingness to conduct more of such tests (Q8) they shown, and
the more of similar environments in own lives as what shown in the reproduction (Q9) they experienced.
Furthermore, Q4 was highly correlated to Q6 and Q7. Namely that the participants who had a good acceptance 
of the virtualized scene, also expected more positive outcomes from such test. Moreover, the three questions 
(Q6-Q8) in outcome expectation were all significantly correlated, which suggested that the refreshing 
technology and yet narrative context in this study could stimulate higher outcome expectation, better difficulty 
description and higher willingness of repeatability, at least for some participants. Lastly, Q6 was significantly 
correlated to Q10, which indicated that the participants who expected better HA fitting after such test also were 
more willingly to take the challenge of similar difficult communication environments in their lives.

Between the SSQ factors and the general questionnaire, Q1 was found significantly correlated to Oculomotor 
and Total score in the SSQ. That is, the participants who were less convinced of the binding between the avatar 
and the target speech, also rated the Oculomotor and the Total score higher. One potential explanation might 
be that the participants who were less convinced by the A/V augmentation, would visually focus less on the 
avatar but more on the ambience in VR, and thus triggered a higher Oculomotor response. However, this test 
lacked recordings of the head movement of the participants, this interpretation thus cannot be examined.

Table 2: Person’s correlations between SSQ items and questionnaire items.
SSQ Scene recreation Test method Outcome expectation Others

Var. N1 O2 D3 TS4 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

N1 —

O2 0.696
*** —

D3 0.462
*

0.736
*** —

TS4 0.772
***

0.954
***

0.867
*** —

Sc
en

e 
re

cr
ea

tio
n

Q1 -
0.187

-
0.523

**

-
0.261

-
0.407

*
—

Q2 0.041 0.015 -
0.176 -0.05 -

0.157 —

Q3 0.019 0.073 0.171 0.107 -
0.102 0.114 —

Te
st 

m
et

ho
d Q4 -

0.075
-

0.286
-

0.164
-

0.224 0.304 -
0.044 0.371 —

Q5 0.139 0.156 0.033 0.125 -
0.291 0.213 0.26 0.167 —

O
ut

co
m

e 
ex

pe
ct

at
io

n Q6 -
0.067

-
0.212 0.042 -

0.105 0.23 -
0.028

0.445
*

0.472
* 0.247 —

Q7 -
0.059

-
0.316

-
0.294

-
0.285 0.323 3.130

e -20 0.131 0.402
* 0.123 0.702

*** —

Q8 -
0.216

-
0.237

-
0.028

-
0.182 0.19 0.118 0.422

* 0.615 0.151 0.719
***

0.476
* —

O
th

er
s Q9 -

0.333
-

0.278
-

0.056
-

0.242 0.054 0.28 0.423
* 0.334 0.154 0.19 0.185 0.17 —

Q10 0.235 0.253 0.185 0.255 0.053 -
0.035 0.004 -

0.145 0.03 -
0.38* -0.36 -

0.294
-

0.033 —

N1: Nausea, O2: Oculomotor, D3: Disorientation, TS4: Total score;
***: p<.001, **: p<.01, *: p<.05; 
Q1-Q10 refer to the question numbers in Table 1.
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3.2 Limitation

In this study, the major concern from the participants’ feedback of this audiovisual paradigm was the binding 
between the fixed avatar and the target speech, i.e., the implementation of the augmentation. The visual 
placeholder (avatar) lacking convincing features such as lip movement and facial expression might contribute 
to the weak binding perception. Furthermore, the room acoustic feature (e.g., reverberation time) was not 
applied for the target speech material, which could introduce a decrease of realism and immersion for the 
participants. Last but not the least, the purpose of this paradigm was to integrate VR technology with 
established test method to improve the ecological validity of the test. In this test, speech intelligibility was 
assessed via word score of the target speech, which was far from daily conversations. Meanwhile the ambience 
and the noise mask were a real-life recording. This controversial combination might prohibit the participants 
revivificating their hearing conditions in real life.

4 Conclusion

This paper reported an audiovisual paradigm, in which an augmented real-life recording was presented to 
perform a speech-in-noise test. The cybersickness perception of this paradigm was measured by the SSQ and 
a general questionnaire. The result indicated that it was a non-invasive and cybersickness friendly setup for 
HI, who experienced high immersion and shared good appreciation in the study. Furthermore, it provided an 
important enhancement for realistic and ecological HA assessment in laboratory.
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Appendix

Table A summarized all items included in the SSQ test. All symptoms were followed by a 4-point likert-scale 
from 0 (not at all) to 3 (very) to indicate the degree of each symptom. The three major components (Nausea, 
Oculomotor and Disorientation) included a different set of symptoms in the list. To calculate the three 
components, the sum was first calculated by adding symptom scores and then multiplied by a coefficient.
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Table A: Computation of SSQ scores (adopted from [11]).
SSQ symptoma Nausea Oculomotor Disorientation
1. General discomfort | |
2. Fatigue |
3. Headache |
4. Eyestrain |
5. Difficulty focusing | |
6. increased salivation |
7. Sweating |
8. Nausea | |
9. Difficulty concentrating | |
10. Fullness of head |
11. Blurred vision | |
12. Dizzy (eye open) |
13. Dizzy (eye closed) |
14. Vertigo |
15. Stomach awareness |
16. Burping |

Totalb [1] [2] [3]

Score
Nausea = [1] * 9.54
Oculomotor = [2] * 7.58
Disorientation = [3] * 13.92
Total score = ([1]+[2]+[3]) * 3.74
ascored (label): 0 (not at all), 1 (slightly), 2 (moderately), 3 (very);
bsum obtained by adding symptom scores.

Figure A- Left reported the boxplot of the SSQ profile (in original score) of the system in the test. The average 
score in all factors was lowest in Nausea (mean=13.43, SD=12.25), followed by Disorientation (mean=20.11, 
SD=27.93) and highest in Oculomotor (mean=25.27, SD=19.57). However, due to the difference between the 
coefficient, all factors in SSQ had a different scale. Figure A-Right further explained the correspondingly scale
in each factor with markers at “not at all”, “slightly”, “moderately” and “very”. Furthermore, the average scores 
for each factor were also plotted (marked as “average” in Figure A-Right).

Figure A – Left: SSQ profile of the audiovisual system in the test (original score); Right: overview of SSQ 
subscale and corresponding verbal ticks.
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